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ABSTRACT
If we were to design Information Visualization from scratch,
we would start with the basics: understand the principles of
perception, test how they apply to different data encodings,
build up those encodings to see if the principles still apply,
etc. Instead, visualization was created from the other end:
by building visual displays without an idea of how or if they
worked, and then finding the relevant perceptual and other
basics here and there.

This approach has the problem that we end up with a very
patchy understanding of the foundations of our field. More
than that, there is a good amount of unproven assumptions,
aesthetic judgments, etc. mixed in with the evidence. We
often don’t even realize how much we rely on the latter, and
can’t easily identify them because they have been so deeply
incorporated into the fabric of our field.

In this paper, I attempt to tease apart what we know and
what we only think we know, using a few examples. The
goal is to point out specific gaps in our knowledge, and to
encourage researchers in the field to start questioning the
underlying assumptions. Some of them are probably sound
and will hold up to scrutiny. But some of them will not.
We need to find out which is which and systematically build
up a better foundation for our field. If we intend to develop
ever more and better techniques and systems, we can’t keep
ignoring the base, or it will all come tumbling down sooner
or later.

1. INTRODUCTION
Everyone knows that pie charts are read by looking at the

angle at the center of the chart. Most InfoVis courses teach
it. Many books state it. It’s clearly true.

Except it’s wrong. The claim is based on research that
was published in 1926 – 90 years ago. In a study conducted
long before visualization as a field existed, Walter Crosby
Eells asked about 100 students in an introductory psychol-
ogy course to read percentages off of a collection of pie and
bar charts [11]. In addition, he asked them to indicate which
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visual cue they had used: area, central angle, arc length, or
chord length. Just over half of his participants said they
used central angle, and thus it was established as fact that
angle was the way we read pie charts.

Why is this important? The visual cue used to read these
charts is a key piece of information if we want to be able to
understand how pie charts work. It also allows us to make
predictions, like to expect that donut charts are worse than
pie charts since they are missing the crucial center that is
important for accurate angle judgments.

In two recent papers, Drew Skau and I cast doubt on the
central-angle theory. We found that when presented with
only angle, study participants did significantly worse than
using either just area or just arc, or when presented with
a full pie or donut chart [30]. We also found no difference
between donut and pie charts, but did find that a slice with
a larger radius in a pie chart leads to systematic overesti-
mation of its percentage (Figure 1) – a phenomenon that is
inconsistent with angle being the key visual cue, but consis-
tent with both area and arc length [24].

Pie charts may not be liked by the visualization commu-
nity, but they are extremely popular in business presenta-
tions, reports, and information graphics. Understanding
them better means being able to provide advice based on
evidence – rather than hearsay – that affects a huge number
of people.

The larger point here is about research in visualization,
though: allowing an assumption to become ingrained to
the point of being the basis for predictions (donut charts
are worse than pie charts because they make angle judgment
harder) is dangerous. That is especially true if neither the
assumption nor the implication are ever actually tested. Vi-
sualization as a field can’t operate on the basis of assump-
tions, it needs evidence. And it needs a critical attitude
where we question our assumptions.

2. WHAT WE THOUGHT WE KNEW
The pie charts example above may seem like an outlier.

After all, how many other things are there that we assume
but don’t actually know? It turns out that there are quite
a few examples.

Bar Charts
Cleveland and McGill’s classic study of graphical percep-
tion [10] is often cited, and for good reason. It covered a
large number of chart types, asked some important ques-
tions, and was the first systematic study of a body of ques-
tions about how well we can read different kinds of charts.
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Figure 1: Error (difference between the true percent
shown and the participant’s guess) by pie chart vari-
ation type [24]. Participants’ guesses systematically
overestimated the value of the larger slice, which is
consistent with them using area or arc length to read
the chart, but not angle.

It is not without its issues, though. A healthy scientific
process does not simply keep reiterating the same facts with-
out questioning them, but actively tries to find limitations,
asks deeper questions, and sometimes finds contradicting ev-
idence. A paper by Talbot et al. [33] is a great example of
this: they dug deeper into the comparison between bars and
found a number of interesting new hypotheses about why
certain tasks (like comparing stacked bars) are difficult –
and that those may partly be caused by the design of the
charts used in the experiments. Many of the original findings
are still valid, but we now have a more nuanced understand-
ing of the results. We should also realize that we need take
some of them with a grain of salt.

Banking to 45 Degrees
One of the few well-established rules in visualization is bank-
ing to 45◦: the aspect ratio for line charts should be chosen
so that the average angle is 45◦ [9, 10] Several approaches
have been proposed to achieve this [15, 31], all based on the
assumption that banking to 45◦ was an established good
idea.

And yet, it turns out that the recommendation was based
on a faulty analysis [32]. The 45◦ recommendation was the
result of a model that was run on a constrained set of data.
Including more angles in the study would have revealed a
much lower optimal angle. The 45◦ rule is still useful be-
cause it leads to aesthetically pleasing results, but the real
maximum precision in line slope comparisons happens at a
much shallower angle (which is not practical for most charts
and presents other problems).

Deceptive Visualization
A commonly-held belief is that certain chart manipulations
cause systematic error and thus make it possible to deceive
the viewer. Among them are such commonly-cited issues
as cropped vertical axes in bar charts, bubble charts sized
by radius rather than area, inverted axes, changes in aspect
ratio, etc.

In a recent paper, Pandey et al. tested some of these beliefs
and found them to be true [27]. Assumptions can of course

be either true or false, so it is crucial to do the research and
find out which is which. We now have evidence that some of
the things we thought were deceiving really are. This may
seem less than exciting, but it is crucial for building further
studies on a solid foundation.

The findings in this study also don’t mean that other un-
proven assumptions will turn out to be true – they need to
be tested one by one.

Embellishments and Chart Junk
Embellished charts have received some attention lately, af-
ter being almost completely ignored by the academic com-
munity for decades. They are very common in information
graphics, but chart junk is considered a sin without clear
proof that it actually hurts the reading of the charts.

The papers by Bateman et al. [1] and Borgo et al. [2], and
more recently Borkin et al. [3, 4], as well as some of our own
work [13], have looked at the effects of embellishments on
memory. They have largely found that their negative effects
are limited, and that they help with memory. Other studies
have looked at embellishments purely in terms of effective-
ness [29] and not found them to be impacted significantly.

This recent surge of interest is not the first time this has
been tested, however. A largely-ignored paper in a journal-
ism journal already did so in 1989 [20] and also found embel-
lishments to not impact viewers of newspaper-style charts.

And yet the dangers of chart junk are still considered part
of the visualization canon. The idea is definitely attractive:
remove all that is unnecessary, show only the data. But
our views need to reflect reality, not preconceived notions or
ideas about purity. There are still many gaps in the research,
and extraneous elements probably get in the way more for
some tasks than for others. But we need to start acknowl-
edging what the research is finding for situations where we
have research findings.

Staggered Animation
The idea that staged and staggered animations help users
track what is going on is attractive and was presented in a
well-written paper by Heer and Robertson [16]. It intuitively
makes sense based on common tricks used in animation to
cue movements, to make cuts in movies easier to follow, etc.

A more recent paper found, however, that the staggered
element of the animation had little to no effect [8]. A number
of phenomena that are understood well in psychology, like
crowding and occlusion, have a much more pronounced effect
on our ability to follow moving objects.

Visual Metaphors
We tend to think of the plethora of different visualization
techniques as purely a function of the data’s properties and
the user’s task. But different representations of the exact
same data can lead to different understanding and, more im-
portantly, to different decisions. Caroline Ziemkiewicz and I
found that people interpreted seemingly irrelevant cues like
the balance of colors as indicators of stability, rigidity, etc.,
of data [38], that matching the metaphor used in phrasing
the question to the visual metaphor allowed people to an-
swer questions faster [37], and that the visual metaphors
used in network diagrams seem to be based on our inherent
ideas of physical connection between objects [39].

A study by Elting et al. [12] found the choice of visual
representation to make a difference in a setting of particu-



lar importance: clinical studies and whether to continue or
abort them. Showing individual visual objects for each pa-
tient led to better decisions than summary charts like bars
or pies.

We tend to think of visual representations as a function of
data properties: discrete vs. continuous, etc. But how much
do we know about the way visualization techniques work for
our perception of magnitude, number, etc.? How much do
we know about how they influence decisions? The truth is,
not much.

Complexities of Color
Color is an integral part of visualization, but color percep-
tion is highly complex. The rainbow colormap has been
maligned to the point of it being a tired cliché [5], and yet it
is widely used in many real-world applications. We have no
idea why. This strikes me as very similar to the pie charts
situation: both are widely used but hated by academics, and
in turn they are poorly understood and not studied. What if
the medical community decided that the common cold was
too banal to be worthy of their time, and decided to leave
people with this boring disease to fend for themselves?

To illustrate the complexities of color with just one ex-
ample: a clever study found that our perception of color
is influenced by the words we have for different colors [35].
What do we know about the influence of language on our
perception of categorical color in visualization? What about
continuous color?

What Do We Know?
All of these examples are meant to show the kinds of ques-
tions we need to ask. If we believe something to be true, we
need to ask if there is a study showing it to be so. If there
isn’t, we have to acknowledge this gap in our knowledge and
strive to close it.

As it is, many of the things we believe to be true are not
based on research. This is not because we can’t know what
is true and what is not, but because we trust our beliefs too
much and don’t even ask the questions – we choose not to
know. We don’t even need to question the evidence, but
simply ask if there even is evidence in the first place.

This isn’t just a matter of knowing the evidence – it’s a
huge opportunity. Beliefs and ideas are the first step towards
more formal study and, thus, science. Other sciences un-
derstand the difference between ideas and established facts,
embrace it, and use it to drive their work forward [6].

3. THE DANGERS OF SEMINAL WORK
Landmark papers and historical examples are important

pillars on which we build our research field. But there is a
danger in relying on them too much and considering them as
absolute truths or unassailable standards, when they should
be the basis for critical reflection and new work.

3.1 Seminal Papers
Scientific knowledge is not static, but in constant flux.

Seminal papers provide more support and for a longer time
than others. They can and should serve as the starting point
for many more projects than the average paper. At the same
time, they need to be scrutinized for errors and limitations.
While that is true for any piece of published work, it is even
more true for the central papers that a field draws heavily
from.

A seminal paper does not lose its importance if limitations
are found, or if parts of it are found to not or no longer be
true. The value of the paper is not in providing facts, but
in establishing a way of thinking, showing a new direction,
introducing a methodology, etc.

Slavishly following a seminal paper’s every decision leads
to problems down the road. Cleveland and McGill decided
to use log error in their studies, with the justification that
“[a] log scale seemed appropriate to measure relative er-
ror” [10, p. 540]. This has been copied by many researchers
in many follow-up papers (including this author). The log
error is difficult to interpret and arguably the wrong choice
in many cases, however (in particular in pie charts, where
the error is a difference in percentages, not proportional er-
ror). We need to treat these papers equally with respect and
critical distance unless we consider their authors infallible –
a dangerous assumption.

Visualization has been treating its seminal papers with too
much deference and too little openness to criticism. I and
others have argued that a culture of criticism in visualiza-
tion (similar to how it is done in art and some other fields)
would be helpful, and have laid out some ideas for it [21,
23]. Embracing a more critical attitude would help breathe
some fresh air into the field and inspire many exciting new
research projects.

3.2 Historically Significant Visualizations
In a similar vein, we tend to rely on a small number of

classic examples when teaching visualization. Students tak-
ing introductory visualization courses are practically guar-
anteed to see Nightingale’s coxcomb plot, Playfair’s imports
and exports chart, Jon Snow’s Cholera map, and Minard’s
Napoleon’s March.

These pieces are all historically important, but we need
to understand their contexts and limitations. In particular,
Snow’s map is often misrepresented (it was created as a tool
for persuasion, not to find the source of the disease [18]),
and Nightingale’s chart hides the real pattern in a confusing
representation. Another often-misrepresented chart shows
O-ring tests before the Challenger disaster [28].

We rely on these examples so much because of the short
and sparse history of our field: there are only a handful
known visual representations of numerical and/or statistical
data that are more than 100 years old. Do we need to rely on
them quite as much, though? Do we need to insist on a his-
tory that barely exists? It seems much more fruitful to use
more recent examples that are more relevant to how data is
used today, and simply better visualizations. Data journal-
ism has produced a large amount of visualization pieces over
the last ten to fifteen years, many with better interaction
and aesthetics than what the academic field is producing.

Another important point to note is that most of the his-
toric charts we use to teach were made for presentation
rather than analysis. I have argued [22] that this is a crucial
difference that we need to be aware of, both when creating
visualizations and when assessing them. A lack of aware-
ness of this difference adds to the confusion these examples
create.

4. A SYSTEMATIC APPROACH
In many ways, visualization today resembles the early

days of research into electricity [7]: there are some estab-
lished facts, but also many unfounded beliefs and miscon-



ceptions. The history of electricity is quite chaotic: many
discoveries were accidental, often based on wrong assump-
tions or preconceived ideas, and only understood later.

While a certain amount of chaos is certainly part of the
scientific process, we have a better understanding today,
and also better technology and support. A more directed
and systematic approach will allow us to make much faster
progress and avoid dead ends. Efficiency is not typically a
consideration in research, but it seems appropriate at this
stage to close the gaps in our knowledge, or at least assess
what we do and do not know, as quickly as possible.

4.1 Systematic Studies
The questions in visualization can often be stated in ways

that make them apply across many different kinds of charts
and situations. Those then can be studied one by one.

Systematic studies also have other benefits. They lead
to better coverage of the field than one-offs, and they allow
studies to be compared more easily. If different studies are
run with different designs, different parameters, etc., they
are much harder to compare than ones that are based on
the same designs.

There can be redundancy in systematic studies, as per-
haps questions are revisited that have already been answered.
Those are not wasted efforts, though. Replication is valuable
(see below), and it can be useful to be able to use consistent
data and findings across many questions.

4.2 Modeling, Prediction, Reanalysis
Modeling phenomena requires a much deeper understand-

ing than just observing. Modeling also allows us to make
predictions, which we can then test, which leads to better
models, etc.

Modeling and predictions are a central part of scientific
work in the hard sciences, but are currently underexplored
in visualization. Reporting on the results of a study is a
good first step. Being able to make predictions based on
a model, and then testing those predictions, is much more
powerful, however. Models allow us to predict not just for
the purposes of studies, but can be used in applications, can
be combined for more complex uses, etc.

For visualization to become a real science, it not only
needs to start questioning and confirming its basic assump-
tions, but build on top of them. Models are a key element
of this.

Models are slowly starting to be developed in visualiza-
tion, but they are still rare. One example is the reanalysis
of a paper that reported on a study that found that high-
level judgments of correlation followed the rather low-level
Weber’s law [14]. A more refined model and some changes
in how individual performance was weighted led to a better
fit and a better understanding of the phenomenon [19].

4.3 Replication
A cornerstone of many sciences is replication: can others

repeat the experiment and get similar results? In fact, in
many fields, a finding is not considered valid unless the study
has been replicated at least once.

It speaks to the strong computer science roots of visual-
ization that replication is not valued in this field. It looks
like a waste of time to people coming from a world where
running the same algorithm again will yield the same re-
sults. But when humans are involved, things are a lot more

complicated.
For a stronger visualization field, we need to be able to

replicate studies and publish those replications. Only then
will we be able to trust our results and learn from the repli-
cations. Any new study should start with the replication of
an existing study and then build on it. That would create a
strong network of verification and trust.

Failed replications would raise interesting questions that
would lead to further studies and hopefully new insights. A
seeming failure can be the starting point for a new research
direction (or it can be a sign that there was a flaw in the
original study).

Today, replications in visualization are done under the as-
sumption that they will find the exact same results as the
original study. This is not necessarily the case, however,
even if the original study was perfectly sound and the ob-
served effect was real. Statistical variation will lead to dif-
ferent outcomes, which will need to be analyzed properly to
understand when new evidence supports the existing theo-
ries, and when it contradicts them.

This point is moot, however, until replications can be pub-
lished. I am aware of several instances where papers were
rejected for being “just replications.” Replications are valu-
able and necessary. Until visualization is able to publish
them, it will be difficult for it to make progress towards
being a real science.

4.4 Introspection and Best Practices
That there are issues with evaluation in visualization is

not an original idea, of course. The BELIV conference was
started to address this issue and explore new ideas. Munzner
has proposed a very useful model [26] that captures common
mistakes that I still see quite often when reviewing papers.

Lam et al. [25] have organized a large number of evaluation
papers from information visualization into seven scenarios:
combinations of research questions and evaluation methods.
Isenberg et al. [17] expands on this by including scientific
visualization and comparing the kinds of evaluation meth-
ods used in the different communities. Both papers provide
a large number of pointers to work that can be used as the
starting point for further research, and in particular classi-
fications of methods that can form the basis for new work.

Tory [34] provides many useful insights and tips for run-
ning studies based on her own extensive experience.

4.5 Funding
All of the above points to the need for an organized,

funded research program. Funding can be difficult to find,
especially for fundamental work in visualization. It seems
that funding agencies and the grant proposal reviewers view
these proposals as unnecessary and too basic.

It may also be somewhat disingenuous to ask for support
of research that provides the foundations of much of the
work that is currently being done. Does that invalidate that
other work? Does that mean such work should not have been
funded? Any science has applied and theoretical elements
though, so it should be easy to argue that while we have
been doing good applied work, we need more support for
the theoretical side.

If funding is hard to come by, there are always senior
projects, master’s theses, etc. Many of the studies described
here are quite straight-forward and can be run in a sort of
pipeline.



5. SOME RESEARCH QUESTIONS
It is not difficult to come up with a long list of questions

that we need to answer. Many of these are quite fundamen-
tal, and all are easy to generalize to more than individual
questions.

Aspect Ratios. Banking to 45◦ has been shown to not re-
ally be a real rule, so what can we find out about as-
pect ratio? What should be the aspect of a line chart,
bar chart, scatter plot, parallel coordinates, Sankey
diagram, etc.? The banking paper looked at a very
specific task, what about other tasks? Are different
aspect ratios better for different tasks? And are the
optimal aspect ratios undesirable for other reasons, like
the extremely shallow ratio that is theoretically best
for slope comparison? Similarly, what about spacing
between bars, width of bars, etc.?

Visual Metaphors. Our perceptual systems did not evolve
by us staring at abstract shapes on computer screens.
What tricks are we playing on our perception by using
shapes that are nothing like the natural imagery we’re
presumably optimized for? Where does that have ad-
verse effects, and where can we exploit it for better vi-
sualization techniques, easier comprehension, and per-
haps even truly intuitive techniques? This might in-
clude elements that are generally ignored in informa-
tion visualization, like textures and elements of 3D.

Animation. Beyond the staggered animation issue men-
tioned above, there has been some limited work on ani-
mation in visualization. There is a lot of room for more
research, however. How effective are different kinds of
transitions for different purposes? Those might include
being able to follow individual items, or merely seeing
an indication that the view has changed (because of a
filter changing, etc.).

Data-induced Clutter. What are the limits of visualiza-
tion techniques in terms of the number of values, the
complexity of the data, etc.? Scatterplots and parallel
coordinates can look very clean or very cluttered for
the same number of data points depending on their
values. Zacks et al. [36] found that noisy data between
two bars has an equally adverse effect as adding gratu-
itous 3D to the bars. We can design visualization tools
that don’t show unnecessary depth cues, but how do
we deal with the data itself causing issues?

Beyond Task Performance. What uses are there for vi-
sualization beyond exploration? The recent work on
memorability and engagement is arguably just a first
step. There is no doubt that visualization is often used
to engage audiences and catch their interest. How is
this done in an effective way? What are the trade-
offs between eye-catchiness and effectiveness for deeper
understanding? If we want people to remember what
they have seen, what exactly do we mean by that? And
how do we measure that? How do we assess what peo-
ple have learned from a news visualization piece that
isn’t just repeating numbers? What are the ultimate
goals of visualization in different contexts other than
exploration and analysis of data?

Re-Evaluate Other Techniques. The issues listed above
mostly center around pie and bar charts. What about
the rest? Perhaps some of our assumptions about scat-
terplots are wrong. Have we figured out what effect
the size of the space between axes in parallel coordi-
nates has? How much do we know about dot plots,
line charts, Gantt charts, Sankey diagrams, etc.? We
know some basics about stacked bars now, what about
grouped bars? What about stacked bars that always
sum up to 100%, are those better or worse? How bad
are the stacked bar components in a Sankey diagram?

Some of the above will be studied using the classical time
and error metrics. But some require measures of engage-
ment, memory, and deeper understanding than just reading
individual numbers. Some will also depend on task much
more than others.

6. CONCLUSIONS: HOW TO DO BETTER
Many of the supposed rules in visualization are tightly

interwoven with aesthetics. It’s easy to side with the idea
of minimalist charts that lack the garish embellishments of
infographics. Pie charts are easy to hate. Staggered anima-
tions and 45◦ line charts make intuitive sense.

The danger of these seemingly obvious rules and facts
is that they are deceptive in their beauty and simplicity.
What if reality is more complicated and doesn’t adhere to
modernist design aesthetics? What if our perception and
memory are messier and work better when there are more
decorative elements to hang on to? What if there is no sin-
gle rule that tells us what aspect ratio to pick? What if
our existing visual representations don’t mesh well with our
ways of thinking about the data? Etc.

A number of our assumptions are currently unproven.
Many of them are undoubtedly true or close to the truth.
We need to find out which ones those are, though. And the
ones that do not hold up to scrutiny need to be revised. We
have the opportunity to learn an enormous amount of new
information from performing this work. And what is more,
we will end up with a much stronger field that is based on
solid foundations we can trust and build on.
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